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DESTINATION EARTH (DESTINE) INITIATIVE

« Context: European Commission’s programme, part of
Green Deal & Digital Strategy. The first phase of DestinE has
received €150 million from Digital Europe and is connected to
Horizon Europe.

« Objective: To develop digital twins (DTs) of the Earth
to support decision-making.

« Implementation: Implemented by ESA, ECMWF, and
EUMETSAT by 2030. Several hundred million euros of
investment over 2022-2026 plus a strong link to Horizon
Europe.

« First DTs: Climate change adaptation DT and Weather https://digital-

Extremes DT.
strategy.ec.europa.eu/en/p

« Computing platform: EuroHPC systems. 5% of the total node olicies/destination-earth

hour budget allocated to strategic activities.
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CLIMATE ADAPTATION DIGITAL TWIN (CLIMATE DT)

Climate DT is a new type of climate information system that focuses on assessing the
impacts of climate change and different adaptation strategies at local and
regional levels with a global perspective over multiple decades using a strategy where
user requests drive the production chain.

J

The Climate DT encompasses

Novel approach with streaming of climate model output to impact models
Global climate simulations at an unprecedented horizontal resolution

Quality assessment and uncertainty quantification based on observations
Deployment on EuroHPC pre-exascale computers (LUMI and MareNostrum5)
Recognition of both climatic and non-climatic drivers in climate adaptation

Integration of large amounts of relevant European R&D (Horizon
programmes, Copernicus, national, private)
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USERS AND THE CONTEXT OF THE DIGITAL TWIN

Challenge: The digital twin emerges in a busy context, with many requirements for climate
information, a cacophony of sources, a growing market, increasing needs, no defined standards, and
some well-positioned actors. Are the needs taken care of? Are timing, quality, adequacy, and authority
addressed?

User Interface Communication
Platforms materials

Waebsites ® ® Blogs
. . . . ; @ i
Opportunity: Social sciences and humanities play weda o B
an increasingly important role in the services that

provide climate information. New and varied
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- ECMWF Bojovic et al. (2021, GEC) 6
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CLIMATE SIMULATION WORKFLOW RETHOUGHT
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Streaming of climate model output in a standardized form (generic state vector, GSV) enables
» users to access the full model state as soon as it is produced
* interactivity — development to allow simulations and variables on demand in the next DestinE
phase
\- scalability — new applications and requirements can be added y
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NEXT GENERATION EARTH SYSTEM MODELS
Climate DT uses three next-generation Earth system models: ICON and IFS-NEMO/FESOM
* During the 1st phase, multi-decadal simulations at 5 km, following a reduced simulation protocol

« High-resolution simulations enable smaller-scale processes to influence the climate trajectory,
and provide local information relevant to users at global scales

Ocean eddies in Northern Atlantic simulated at @
different resolutions have a very different impact on N/
the atmosphere and can change the climate projection
trajectory (Moreno-Chamarro et al., 2021, ERL).
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CONCLUSIONS: DESTINE CLIMATE ADAPTATION DIGITAL TWIN

* A new type of climate information system based on high-resolution climate simulations,
impact modelling and high-performance computing.
Will enable users to access climate information in a completely new way.

Designed to support decision-making on the impacts of climate change and different
adaptation strategies.

Prototype by April 2024, with many extensions and larger number of use cases considered for
a second phase.

Fully compatible with (and complementary to) the Copernicus programme as a new,
global, user-oriented (focused on policy), interactive source of climate information for the future.
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